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COMPUTER ANALYSIS OF RESISTANCE-TIME TEMPERATURE-TIME 

THERMOGRAMS 

KARL H. GAYER AND JAWS BARTEL* 

Conrribution from the Department of Chemiszrv, Wayne State Unicersir,; Detroit, k%h. 48202 (U. S. A.) 

(Received August 3rd. 1971) 

Two computer programs, one for the calibration experiment and the second for 
the reaction experiment of an isoperibol solution calorimeter have been written. 

The programs, written in the Fortran IV, level G language, analyze the thermograms 

using (a) a straight line approximation between the main period experimental data 
points, and (b) Dickinson’s method to establish corrected temperature or resistance 
changes. Computer caIcuIated values of corrected resistance changes (A&) agree 
within 0.5% with the values obtained using the graphical methods of Regnault- 
Pfaundler and Dickinson_ A program to caIcuIate AH per mole has aIso been written. 

INlRODUCZON 

Analysis of isoperibol caIorimetric data requires Iengthy graphical procedures 
and/or tedious calculation to obtain corrected resistance changes** for the reaction 
and calibration experiments_ The reaction experiment graphically resolves into two 
linear portions, the initial rating period (IRP), and the final rating period (FRP), 
connected by a curve for which no analytical equation is known. SimiIarly the 
“thermogram” representing the calibration experiment consists of three linear 
portions, the IRP, FRP, and linear main period during which eiectrical heat is 
introduced. 

A computer program was desired that would minimize the amount of graphing 

required_ A search of the literature did not yield any computer method apphcable to 

the data collection methods used in our laboratory. Computer calcuiated values of 
the corrected resistance change would be acceptable, it was decided, if the deviation 
from graphical results was no greater than &0.5%. 

The computer analysis of the experimental data was consistent with the foilow- 

ing scheme: The equations of the Iinear IRP and FRP portions are estabiished from 
a least-square application to the experimental data. The end points of the IRP and 
FRP are known in the calibration experiment; for the reaction experiment they are 

*Present address: Department of Chemistry, University of Michigan, Ann Arbor, Michigan 48104 
“IF temperature is measured directly, or a sensor is used which has a positive temperature coeficient, 
a minor modification of the programs is required_ Instructions are included with the Fortran state- 
ments. 
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not known_ By application of a deviation squared limit to the IRP and FRP data of 
the rezzction experiment, the beginning and end parts of the main period can be found. 
_%ssuming th2t the m2in period can be considered to be a series of straight line seg- 
ments connectirrg experimental points, the mean temperature during the main period 
can be found and the corr‘tied temperature rise established. Results of the computer 
pro_gmms were compared to the _eraphical values obtained using the two generally 
accepted _er;lph&l techniques, Dickinson’s method and the Regnault-Pfaundler 
method_ 

Sep21~t.e pro_mms were written for the calibration and the reaction experiments. 
A proEArn was also written to obtain _1 H per mole. All programs were written in the 
Fortran IV, ltvel G language and run on the Wayne State University IBM System 360 
Mode1 65 computer- IZxh2ustive output information is preprogrammed to aid the 
investigator in interpretation of results and allow checking of input information_ 

Descriplion and operation of solution calorimeter 

The isopcribol solution calorimeter (isothermally jacketed calorimeter), was 
built at Wayne State University_ The calorimeter vessel consists of a sealed cap- 
sule containing the solid reactant which is suspended in the solution reactant. This is 
contained within 2 silvered Dewar flask which is submerged in the isothermal water 
jacket Time and resist2nce readings are recorded until the change in resistance with 

respect to time becomes a constant (or nearly so). At this point, the vessel and contents 
2re in therm21 equilibrium with the surroundings (the initial rating period). The 
capsule is now opened and the time recorded. The solid reacts in the solution and 
the time 2nd resistance readings continue to be made until the change in resistance 
with respect to time becomes a constant (the final rating period). The vessel and 
contents are now again in thermal equilibrium with the surroundings. 

All experiments referenced in this work were run near 25°C. A Leeds and 
Northrup platinum resistance thermometer was used as a calibration reference. To 
achieve higher thermal sensitivity, an 83 ohm thermistor was employed. Resistance 
readings referred to throughout are those of the thermistor- 

-I-HE C4LfBR4TIOS JZSPERiB~T PROGRAM 

Programming considerations 
Ali portions of the calibration thermogram are considered linear. The experi- 

mental data consists of resistance and time data for the initial and final rating periods 
(IRP and FRP). the heater start and stop times, and the current-potential measure- 
wcn’r during the heating period. 

The following steps 2re involved in the calculation of the corrected resistance 
change7 &Z_z 

(I) Application of a least-square fit to the IRP and FRP data to obtain the 
equations of the Iezst-square line2 for each. The calculation of sIope (KW) and intercept 
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(b) of these lines is given by the folIowing general formulas 

nz = 

n igt xiYi - igl xi C Yi 
i=f 

n fn \2 (1) 

niglxf- c- J C xi 
i=l 

(2) 
n 

where n = the number of data points, the coordinates of the ith point being, Xi, yi- 
It should be pointed out that the least-square method minimizes the deviation 

of only ): va.Iues from the k&-square line. The deviation is defined as foliows: 

deviation = JO& -nzxOb, - b. (3 

The devidtion squared is usefui since it is always positive. 
(2) Resistance corresponding to the known heater start and stop times are 

found by solving the linear equations of the IRP and FRP respectively. 
(3) Determination of dRobs the observed change in resistance. 
(4) Determination of the mean time during the main period. 
(5) Determination of AR,,,, the corrected change in resistance, by solving the 

linear equations of the IRP and FRP for resistance vaIues at the mean time and 
taking the difference of the resistance vaIues. 

TABLE I 

COMPARISON OF COMPLTER AhD GRAPHICAL. VALUES OF d&,, CALIBRATION EXPERIWEXT 

Experiment co& JR, 

Graph Computer 

Deriarion 

(ohm) 

Percentage 

deriation 

083165’ 0.1698 0.1688 
083168’ 0.1694 0.1688 
053168’ 0.1704 0.1688 
053168” 0.1790 0.1688 
071469 0.2713 0.2709 
07 I.569 0.2780 0.2S45 1 
S69137A 0.5486 0.54957 
S69142A 0.4776 0.47847 
022070” 0.5342 0.53285 
02207w 0.5319 0.53285 
02197w 0.4503 0.44995 
022770” 0.38754 0.38755 
091065’ 0.20725 0.20724 
071569 0.2832 0.2845 1 

-0.00092 
-0.00052 
-0.Gol52 
-0.00112 
-Oo.0004 
+0.!30651 
i0.0010 
-?- 0.00073 
io.00135 
+0.0010 
-oo.00025 
f0.ooOOl 
-Ci.o001)1 
i-o.0013 

- 0.53b 
-0.32 
-o.83b 
- 0.68 
-0.15 
+ 2.32b 
to.17 
-LO.18 
-I-o.27 
+0.18 
- 0.07 

0.00 
0.00 

+ 0.45 

*Data graphed by authors. bData es-ding desired percentage deviation (see text). 
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RESL.TS 

-4 comparison of the JrZ, for a series of calibration experiments obtained 

,grzphiuIIy and via :he computer pro-m is summarized in Table 1. CoIumn headings 

indicate the experiment date code, the A&_,, chtained graphicaiIy, the JR,, found 

wing the computer progi3m, the deviation of the computed value of AR,,, from 

the _wphicaI value, and the percent deviation assuming the graphical value is correct. 

Repetition of the date coder indicares muItipIe _maphing was performed; the purpose 

of this is discussed fully in the following se&on_ Data not marked with a superscript (I 

refer to _mphical information, furnished by a mensber of our research group’, for 

which the graphical precision is unknot-n. The graph&l values of codes marked with 

a supererip?: a were obtained by the authors- Experiment codes ending with ‘ 65 ’ refer 

to czdibration experiments run in an Oak Ridge National LaboratoT calorimeter’; al1 

0:thers were run in our i&oratory_ 

VaIues in Tabk I which exceeded the bench mark percentage deviation of 0.5 

are marked with a superscript b- E__periments OS3168 and 071569 were re-graphed, 
and bo:h wzre then within the desired percentage deviation. 

An investigation was made into one of the factors that could affect graphically 

dkzermined values of _I&-_ Variations were made in the drawing of Iines through the 

experimentai points of the IRP and FRP. Figs. l(a) and I(b) show two lines for each 

-i-ABLE II 

Starr sop 

- - S-s-6:75 S&$675 0.1700 
- - S-L6339 S-hl6Si 0.1698 
- - S-L6375 S&MS1 0.1694 
- - a.6379 S-L-1675 0.17&t 

Compukrpro~ !&%.6X6 8-t_~72 0.1689 

off IRP and FRP drawn through the experimental points of experiment number 
0153168. Since these Iines are extrapoIateci, the effect upon the value of resistance at 
the heater stzrt and stop times becomes significant, as indicated in Table II (extra- 

polation could not be shown in Fig. I (a, b) due to page size limitations). It can be 
carrcIuded that the Iocztion of the lines representing the Iinear rating periods then 

accounts for the variarion in percentage deviation of AR,,, graphical values for 

eJiperi.ment 083165. One of the advantages of the computer least-square routine is 

the elimination of any -personal bias” in the plotting of the Iinear rating period. 



341 

Fig. 1. Plot of rcsistancc cs. time for Expt. No. 083168 during (a), initial rate period and (b), final 
rate period. 

TABLE III 

CO.MPARISON OF GRAPHICAL PRECISIOX AF;D PERCE?.TAGE DEVIATION OF AR,,,, 

Experimenf code Graph scale GrapJrical 

(ohm/cm) precision (ohms) 

Percentage 

deaiariorf 

022070 0.0080 -f: o.OOO4O -0.27 

022070 0.0040 i 0.00020 +0.18 

021970 0.0040 5 0.00020 - 0.07 

022770 0.0004 *o.oOOO2 0.00 

091065 0.0004 f0.OooO2 0.00 

“From Table I 

The effect of the size of the graph upon percentage deviation is shown in 
Table III. As can be seen, agreement between the graphicaI and computer calculated 
values increases with increasing graphical precision. Assuming the average dR is 
0.3000 for a reaction, a graph with a precision &-0_00002 would require an abscissa 

750 cm (300 in) in length. Obviously, graphs of this size are impractical, and normally 
graphs are made with a precision of ~0.0002. The computer, however, easily achieves 
a precision of ~0_00002. Thus, the computer is the method of choice for the calcula- 

tion for L3REOI of calibration experiments. 

One word of caution is in order; the program does not distinguish between 

Ehermochim. Acza, 3 (1972) 337~34? 
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-‘good‘- rating period data and “bad” rating p&od data_ It is the responsibility of 

rhc ex~mcntcr to obtain good rating period data and to avoid the conclusion that 

the Ieast-square routine wiil average out poor experimental data. In practice this 
nxzms that ths jacket temperature must rzmain constant and that the change of 

rcsi>tance with mspea to time during the rating periods be nearIy constant. A ci buffer W 

is included in the routine to handIe an occasional erratic experimental point. The 

alutput Aso shams the calculation of deviation and deviation squared, point by point, 

from the calcufatcd kast-square line. These devices have been found to be useful in 

spotting erroneous data_ 
lo t2st the accuracy of the calibration pro-mm, a series of “ideal” data points 

were cakuIated_ AI1 points were exact coordinates of lines representing the IRP or 

FRP. 

It was anticipated that the deviations of individual experimental points from 
the ieast-square lines would be about IO-?, assuming the computer could carry 

55en significant figr.m~5~-~_ ActuaIIy, output from the computer showed that the 
deviations were not better than IO- ‘, and the computed slope and intercept values 
were in error by as much as I%, which was completely unacceptabIe. 

The problem can be understood if one considers the functioning of the IBM 
sj-strm 36065 NormaIIy, using single precision, the decimal registers of the 360 are 

1 b_vt2s long and can contain g number characters in scientific notation. The first two 

are used for the sign of the number and the experiment_ The remaining six are the 

siignificant kges- Since there is no exact conversion from decimal numbers less than 

one to binary, the last character position is inaccurate; therefore, five significant 

figures are carried_ 

For the text data used, the numerator in the least-square calculation; 

u*ou!d numerica& evahrare to 0.60290656 x IO’-OAODO856 x lOi = -Oo.ooooOXKI 

x IO’_ The error introduced by rounding occurs in the sixth decimal place, and in this 

cuse signikantly affects the cakuIation. The resulting error introduced causes the 
dkr2pancy in the Last-square calculation. 

To overcome this the programs were converted to double (extended) precision_ 

The computer utilizes a full S bytes in this case and accuracy more than doubles. 

After this was done, the deviation vafues for the selected data dropped to IO-’ 3 

and the slope and intercept vaIues were accurate to 0.005% for the ideal data. 

RIEMXTO~ EXPERIME>T PROGRU( 

Programming con.sideru2ions 

The initiation and termination of the main (reaction) period is indicated by a 

de\-iation of the resistance rate change from, and return to, quasi-linear or linear 

character, respectively- A requisite of the pro_eram routine is that the data reflect 
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Fig. Z Comparison of straight-line and smoo*Scurve approximation to main period. 

true thermal equihbrium conditions for the last three drifts of the initial and fmal 
rating periods. 

Comparison of the graphs used according to the Dickinson method leads to 
the conclusion that R,, median resistance occurs in the near linear portion of the 
main period curve as shown in Fig. 2. The approximation that the experimental data 
points in the main period could be connected by a series of straight lines rather than 
a smooth curve yielded AR,,, values within -&OS% of the values obtained in the usual 
graphing manner. 

The straight-line approximation to the main period curve was chosen for the 
computer program. This is not an unrealistic approximation, as the Regnault- 
Pfaundler method determines the area beneath the curve using a trapezoidal method 
which, in essence, approximates the curve using straight Iines’. 

In contrast to the electrical calibration experiment, the times at which the main 
period begins and ends are unknown in the reaction experiment. Although the time 
at which the capsule is opened is known, the reaction may not start immediately. As a 
result, the start and stop times must be determined during the course of the calculation_ 
The reaction start and stop times were established by comparing successive experi- 
mental points to the linear equations of the rating periods. Significant deviation of 
two successive experimental points from either the IRP or FRP linear equations 
results in the last point, within a deviation-squared limit, to be chosen as the reaction 
start or stop point of the respective rating period, 

zxerm&im. Acia, 3 (1972) 337-347 
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T _ deviation-squared Iimit is arrived at by one of two methods In the first 
method a predetermined value is programmed. This predetermined value (1 x IO-‘) 
was arrived ai experimentaIIy by comparing the average values of deviation squared 
o.f the IRP and FRP of many caIibration experiments_ The second method is based 
upon the last three points of the IRP and last three points of the FRP. An average 
dcvration squared of these points is calculated, and if it exceeds the predetermined 
knit the average deviation squared is substituted as the new Iimit, otherwise the 
present limit continues to be used. This choice in determining the limit was found to 
bt necessary after running a variety of data through the program routine. For several 
cases, the predetermined-Iimit m&hod did not allow enough flexibility in the program. 

The basic quence of steps used to calcuIate JR,,, for the reaction experiment 
fdowsr 

(I) The first three data sets have the Ieast-square anaIysis applied to them- 
(2) An average de\-iation square of the first three points is caIcl;Iated. 
(3) Successive data sets have deviation squares calculated from the Ieast- 

square line equation of the lkt rbree points. 
(a If the v&e of the deviation squared of a data set is less than or equal to 

the average deviation square of step (I), the data set is in the initial rating period, and 
the next data set is considered. 

(5) If two successiv-e data sets exceed the average deviation square of step (I), 
the last data se: within the averagt deviation square is established as the initiai point 
in the main period. 

(6) If one point exceeds the average deviation square and the next does not, 

tfn,e former is deleted from the Iezt-square cakulation. 
(7) After the IRP Ieast-square caIcuIation is compiete, that is, after the first 

point ir, the main period is established, the routine starts reading the last data point, 
then the second last, etc_ Steps (Z)-(6), inciusive, are repeated until the Iast point in the 
main period is established_ 

(s) ARobs is caIcuIated from the difference between the resistances at the 
reaction start and stop points_ 

(9) It is determined whetkr or not the reaction is exothermic or endothermic. 
(IO) The mean resistance is caIcuIated from &, = 0.63 4R,,_ 
(113 The mean time, r,, is found. 
(I?) Corresponding vaIues of resistance during the initial and final rating 

periods at rm are found, usin, 0 the equations of each established by the appropriate 
Ieast-square routines- 

(13) 412, is caIcuJ.ated. 

In TabIe IV 4&,, values obtained -via Dickinson’s graphical method are com- 
pared with those cakuiated using the computer program for the reaction experiments. 
The deviation and the percentage deviation are calculated using the 4R,,, value of the 
graph&I procedure as the correct value. Where avaiIabIe the graphicaf precision is 



TABLE IV 

CO.UPARISON OF AR,, VALLXS OBTAIXED WA DICKIXSON’S AMI COMF%,TER MElHODS. REACI-ION EXPERI- 

ME?Kr 

Erperiment 
cod@ 

AR- 

Dickinson Compufer 

Deciation Percentage Graphicol 
deriation precision 

869143 0.7828 0.7817 
OS3 168’ 0.2669 0.26569 
071569 0.2780 0.27721 
071469 0.3432 0.34278 
091065’ 0.02765 0.02758 
090565’ 0.05590 0.05588 
090365O 0.06612 0.06606 
OS1269 0.3684 0.3675 
072169 0.3046 0.3044 
071669 0.1952 0.1959 

-0.0011 -0.14 
-0.0012 -0.41 
-oo.OOOs -00.28 
- 0.00052 -0.11 
-0.OGoO7 -0.25 
-0.woO2 - 0.03 
- 0.0006 -0.10 
-0.cm9 -0.21 
-0J3002 -00.06 
+0.0007 +0.35 

n.a. 
n.a. 
n-a. 
n-a. 
10.00005 

f0.00005 
~0.00005 

n.a. 
n-a. 
n-a. 

=Data graphed byauthors. “Experiment codes ending Gth, ‘ 65 ’ refer to heats of soIution experiments 
run at Oak Ridge National Laboratories’ on &RcCI,. ‘Code number OS3 168 is a reaction involving 
the solution of KCI. All others irwolve the solution of TRIS, (tris-hydroxyaminomethane) in NnOH. 
The KCI and TRIS experiments were run at Wayne State University’. 

TABLE V 

COMPARISON OF AR,,,, VALUES OBTAIkl VIA REGSXULT-PFAUXDLER AND COMPUTER METHODS 

Experiment 
cock? 

d&l* Deziafion Percentage 
derfarion 

Computer R.-P. Eqn. (5) R--P_ Eqn. (6) 

091065 0.02758 0.0275 I i-o.cOO7 -I-o.25 
091065 0.02758 0.02776 +-0.0018 +0.65 
090565 0.05588 0.05589 -0 4 
090565 0.055ss 0.05589 -co -0 
090365 0.06606 0.96599 +0.00007 -I-o.10 
090365 0.06606 0.06593 +0.00013 + 0.20 

AI1 data graphed by the authors. “See footnote b in Table IV. 

reported. Experiment codes marked with a superscript 4 indicate those data graphed 
by the authors, all others were graphed by P. S. Kothari. 

Some of the experiments had Iong enough main periods to use the Regnault- 
Pfaundler semigraphical method for the calculation of LIR,,,. Comparisons bemeer. 
the values of JR,,, found using the Regnault-Pfaundler’ equations, (5) and (6), and 
the computed values, are presented in Tabfe Vs_ 

0 = dT_[gi-K(T,-_i)]dt (3 

0 = LIT-~[Sr-~(T,-z+Tr)]& (6) 

where 0 = the corrected temperature change, L1 T = the observed temperature change, 

Thermochim. Acta, 3 (1972) 337-347 
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gr = mean value initial period sIope, gr = mean vaIue finaI period slope, K = calori- 

meter constant, T, = mean temperature during main period, Ti = mean temperature 
during initial period, Tf = mean temperature during final period, and &=time 

len_gth of the mean period. All values in this table were calculated by the authors. The 

resuk of using Eqns_ (5) and (6) should be invariant with respect to each other. 

TABLE Vi 

Erperimenr cud? R, 

compzrlcr GrLZph 

AR- 
Pcrccnrage airiation 

o!Jm65 10&7066 104.7066 - 0.25 
QSOS6S lCU.6,W 104.6540 - 0.W 
09036S 1CL6817 IO46SZS -0.10 
072169 832059 83.2065 - 0.06 
0s 1069 83-9291 83-9295 -o_x 

%kc footaoce b in Table IV- 

R, values obtained using Dickinson’s method are compared with those using 

the computer pro-mm in TabIe VT. The significance of this comparison is discussed 

in the following section- 

XII computer caktilated resu1t.s are within the desired percentage deviation of 

the X2_ salues obtained using Dickinson’s graphica! method. With the exception of 

elcperiment code 091065, the ccrmputer proc4am resuks also agree, within the desired 

accuracy, with the values of JR, caIcuIated via the Regnauit-PfaundIer technique. 

Since the values for -JR,, using Eqns. (5) and (6) do not agree, it must be concIuded 

that the resulting vafues of JR, should not be re!ied upon. This particular experi- 

ment was re_graphed three times; however, the disparity between LjZ_ lzsing Eqns. 

(5) and (6) stiI1 existed. 
There are two sources of discrepancy between the computer method and 

Ikkinson’s method that wouId caust the JR,,, vaIues to differ. One is the estabtish- 

mcnt of the linear IRP and FRP curves. The second is the construction of Iinear line 

stments through experimental data, in the establishment of a smooth cuwe through 
manuaIIy g.raphed data of the main period. Table VI is an attempt to determine 
u.hich of the two sources of discrepancy predominates. Where the R, vaiues obtained 

graphkally and via the program agree exactly, the graphicai curve and the computer- 

ge1zerated line segments are coincident_ Any discrepancy between the A&.,, is due 

sol& to the different methods used to obtain the IRP and FRP Iines- Where the 

A:, values are not identical, the difference is assigned to a combination of both 

sources of discrepancy_ No clear conclusion is evident as to which discrepancy 

predominates, since no correlation between percentage deviation of the AR_ values 
and l& values is apparent- 



It is noteworthy that computer calculated vaIues of A&,, faI1 between those of 
the Regnauh-Pfaundler and the Dickinson method. 

AH PROGRAM 

Discrrssion 

The enthalpy of a reaction program uses, (a) A&, and R, vaIues obtained 
from the reaction and calibration experiment programs; (b) the values of potential, 
current and time of heating during the calibration experiment; and (c) the gram- 
moIecuIar weight, and weight of the sample used. 

The eIectrica1 energy introduced into the calorimeter is given by 
Power (joules) = potential (volts) x current (amps) x time (set) 

The specific heat of the calorimeter is determined from 

C, = power/&, (calibration) 

E is defined by 

E = Cr, x R, (calibration) 
E is used to account for differences in the &, vaIues of the cahbration esperi- 

merit(s)) and the reaction experiment_ Literature data indicate that some experimenters6 
choose to use the E correction. The program caiculates An per moIe both with and 
without the E correction. 

AJH per moIe is calculated in the usual manner, 

AH GouIes per mole) = E x A&,, (reaction) x g/GMW x R, (reaction) 

If more than one calibration experiment per reaction experiment is performed, 
an average AH can be reported. The program wiI1 aIso caIcuIate this average AH if 
data are suppIied, and wiII calculate a JH for the reaction based upon each calibration 
run separately. This feature is useful to detect the subtie differences that exist in the 
thermal characteristics of the solution reactant and solid reactant, and the final 
product. 

Detailed output information is also provided in this program. 
The above described programs with instructions are available on request from: 

Karl H. Gayer, Depart ment of Chemistry, Wayne State University, Detroit, Michigan 
48202, U. S. A. 
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